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Introduction



Structured versus unstructured data

STRUCTURED DATA 
DATABASES

UNSTRUCTURED DATA 
SCIENTIFIC ARTICLES



Information Retrieval ?

Text Mining ?

Information Retrieval
finding relevant documents in a 

collection of documents

Text Mining
extracting or deriving high-

quality information from a text



IR and TM for Biology

• Semi-automatic mode : to help biologists to access the information
• Standard or knowledge-based search engines

• Triage : tools that filter relevant articles for curation

• Named-Entities Recognition : tools that highlight or normalize entities

• Extraction of relations (PPI)

• Fully automatic mode :
• Automatically populate databases



Challenges

• TREC for IR, BioCreative for biology

• Goal : to promote research by giving a common evaluation platform

• This includes :
• Definition of user-centric relevant tasks

• Preparation of data and infrastructure

• Release of training and test data

• Evaluation

• Workshop / discussion / demo / articles



Information Retrieval Evaluation



Information Retrieval (IR)

Information retrieval is the activity of obtaining 
information resources relevant to an information 
need from a collection of information resources.

Information resources -> Documents / images / videos…

Collection

Relevant ??

Information need = query ??



Information Retrieval

Information retrieval is the activity of obtaining 
information resources relevant to an information 
need from a collection of information resources.

Collection
Ex: WWW,
MEDLINE, a 
catalog…

Search engine

Documents
Relevant ??Query



Information need

Information need, query, relevance

Query Relevant ?



Information need and query



What is your favorite search engine ?

• And why ?









How to evaluate ?



Binary classifier evaluation

ClassifierIndividual P or ¬P
«has property P or not»



First classifier

Task: predicting property P for an individual (for ex: your kitten is a boy).



Results

Real gender

Predicted
gender

15 7

5 13

Real gender

Predicted
gender

18 8

2 12

Method BMethod A

Task: predict the gender of 40 kittens.

How to evaluate which method is the best ?

Accuracy : Method A 0.75 (30/40) > Method B 0.70 (28/40)



Confusion matrix

Real class

P ¬P

Predicted
class

P TP FP

¬P FN TN

Task: to predict a property P

TP : True Positives
FP : False Posivites
FN : False Negatives
TN : True Negatives



Confusion matrix

TP : normal predicted as normal
FP : spam predicted as normal
FN : normal predicted as spam
TN : spam predicted as spam

Information Retrieval task: spam filter : P normal mail ; ¬ P spam

Real class

P
(normal)

¬ P
(spam)

Predicted
class

P
(normal)

TP:
50

FP:
60

¬ P
(spam)

FN:
0

TN:
890

TP
FP
FN
TN

normal predicted as normal

normal predicted as spam

spam predicted as spam

spam predicted as normal

 

 

 

 

?



Metrics : Accuracy

Real class

P ¬P

Predicted
class

P TP FP

¬P FN TN

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁 + 𝑇𝑁

=
«percentage of predictions that

are correct»



Confusion matric : 2nd ex

Real class

P
¬ P

(spam)

Predicted
class

P 0 0

¬ P
(spam) 50 950

Real class

P
¬ P

(spam)

Predicted
class

P 50 60

¬ P
(spam) 0 890

Filter BFilter A

Which filter has the best accuracy ?

Accuracy : Filter A 0.94 (940/1000) < Filter B 0.95 (950/1000)

unbalanced data



Are there unbalanced data in IR ?

Real class

P ¬P

Predicted
class

P TP FP

¬P FN TN

1000 billions of webpages

• How much is TP + FP ?
P: page talks
about p53 
apoptosis

• What are the TN ?

 8 410 000

 unrelevant pages
 999 991 590 000



IR evaluation Collection
Ex: WWW,
MEDLINE…

Search engineQuery

Relevant 
documents



Metrics : Precision and Recall

Real class

P ¬P

Predicted
class

P TP FP

¬P FN TN

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑃 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃

• We only consider True Positives

𝑅𝑒𝑐𝑎𝑙𝑙 𝑅 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁



Metrics : Precision and Recall

Real class

P ¬P

Predicted
class

P TP FP

¬P FN TN

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑃 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
=

«percentage of retrieved documents 
that are relevant»

𝑅𝑒𝑐𝑎𝑙𝑙 𝑅 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
=

«percentage of relevant documents 
that are retrieved»

percentage

documents

retrieved

relevant

• Describe Precision and Recall with these words :

of

that are



Confusion matrix: 2nd ex

Real class

P
¬ P

(spam)

Predict
ed class

P 50 60

¬ P
(spam) 0 890

Filter A

What is Precision P and Recall R for these 3 filters ?

P(A) = 50/110 = 0.46

Real class

P
¬ P

(spam)

Predict
ed class

P 0 0

¬ P
(spam) 50 950

Real class

P
¬ P

(spam)

Predict
ed class

P 31 12

¬ P
(spam) 19 938

Filter B Filter C

P(B) = undef or 0 P(C) = 31/43 = 0.72

R(A) = 50/50 = 1 R(B) = 0/50 = 0 R(C) = 31/50 = 0.62

Which is the best one ?



Metrics : F-measure

Real class

P ¬P

Predicted
class

P TP FP

¬P FN TN

𝐹𝑚𝑒𝑎𝑠𝑢𝑟𝑒 =
2𝑃𝑅

𝑃 + 𝑅

=
Harmonic mean of P and R



Confusion matric: 2nd ex

Real class

P
¬ P

(spam)

Predict
ed class

P 30 70

¬ P
(spam) 20 890

Filter A

What is Precision P and Recall R for these 3 filters ?

P(A) = 30/100 = 0.30
R(A) = 30/50 = 0.60

Real class

P
¬ P

(spam)

Predict
ed class

P 50 950

¬ P
(spam) 0 0

Filter B

P(B) = 50/1000 = 0.05
R(B) = 50/50 = 1.00

Arithm. means

A : (0.30+0.60)/2 = 0.45
B : (0.05+1.00)/2 = 0.525

Harm. means

A : (2*0.30*0.60)/(0.30+0.60) 
= 0.400
B : (2*0.05*1)/(0.05+1)
= 0.095

𝐹𝑚𝑒𝑎𝑠𝑢𝑟𝑒 =
2𝑃𝑅

𝑃 + 𝑅



0

0.2

0.4

0.6

0.8

1

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

M
ea

n

Precision

P and R mean with R=0.80

Arithm. Mean Harm. Mean

Harm. vs arithm. mean

P 0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
Arithm. 
Mean

0.40 0.45 0.50 0.55 0.60 0.65 0.70 0.75 0.80 0.85 0.90

Harm. 
Mean

0.00 0.18 0.32 0.44 0.53 0.62 0.69 0.75 0.80 0.85 0.89

Weak values damage the 
mean.

R=0.80



Precision and recall : statement

•A search engine retrieves 8 relevant documents, and 10 
irrelevant ones. There are 20 relevant documents in the 
collection. For this search, please give :
• The Precision P ?

• The Recall R ?

• The F-measure F ?

P = 8/18 = 0.44
R = 8/20 = 0.40
F = 0.42



Ranked results evaluation



• What about P and R here ?

 P et R metrics for sets of 
retrieved documents, not 
ranked lists



How to compare ranked results

Engine A R N R N N N N N R R

Engine B N R N N R R R N N N

Rank 1 2 3 4 5 6 7 8 9 10

Which is the best search engine ?



P et R at rank k

Engine A R N R N N N N N R R

Engine B N R N N R R R N N N

Rank 1 2 3 4 5 6 7 8 9 10

P and R at rank 3 ?

 A: P3=2/3 ; R3=2/8

 B: P3=1/3 ; R3=1/8

P and R at rank 5 ?

8 relevant docs in collection

 A: P5=2/5 ; R3=2/8

 B: P5=2/5 ; R5=2/8

 For evaluation of the top results
 Useful when we need few relevant documents



P and R at all ranks

Moteur A R N R N N N N R R N

Rang 1 2 3 4 5 6 7 8 9 10

6 relevant docs in collection

P at k 1 0.5 0.67 0.5 0.4 0.33 0.29 0.37 0.44 0.4

R at k 0.17 0.17 0.33 0.33 0.33 0.33 0.33 0.5 0.66 0.66



P/R curve, interpolated P 

Rank 1 2 3 4 5 6 7 8 9 10

P at k 1 0.5 0.67 0.5 0.4 0.33 0.29 0.37 0.44 0.4

R at k 0.17 0.17 0.33 0.33 0.33 0.33 0.33 0.5 0.66 0.66

Interp. P 1 0.67 0.44 0.44

𝐼𝑛𝑡𝑒𝑟𝑝. 𝑃(𝑟) = max𝑃 𝑟′ 𝑤𝑖𝑡ℎ 𝑟′ ≥ 𝑟

= «Maximum observed Precision for Recall
higher or equal to r»

Interp. P at R=0.00 ?

= «highest observed precision»
(useful for top of the ranking)

R at k 0.17 0.33 0.5 0.66



P/R curves, ROC curve

Precision

Interpolated precision

Ideal curve

ROC curves are kind of P/R curves

How to project these curves into metrics ?



11-point Interp. P

 Interp. P at 11 different recall points
 Best with means of many queries



Mean Average Precision (MAP)

Rank 1 2 3 4 5 6 7 8 9 10

P at k 1 0.5 0.67 0.5 0.4 0.33 0.29 0.37 0.44 0.4

R at k 0.17 0.17 0.33 0.33 0.33 0.33 0.33 0.5 0.66 0.66

TREC metric, discriminative and stable

Mean of first P values when a new relevant document is retrieved.

(0 for non retrieved relevant docs)

6 relevant docs in collection

𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝑃𝑟𝑒𝑐 =
1 + 0.67 + 0.37 + 0.44 + 0 + 0

6
= 0.41

 Useful when we want many relevant documents



MAP in practical use

Engine A R N R N N N N N R R

Engine B N R N N R R R N N N

Rank 1 2 3 4 5 6 7 8 9 10

Which search engine has the best MAP ?

4 relevant docs in collection

𝑀𝐴𝑃(𝐴) =
1 + 0.67 + 0.33 + 0.4

4
= 0.6 𝑀𝐴𝑃(𝐵) =

0.5 + 0.4 + 0.5 + 0.57

4
= 0.49



Discounted Cumulative Gain

• Popular for evaluating IR on the large collections.

• Uses a relevance value 𝑟𝑒𝑙𝑖 (better than binary, for ex from 0 to 3)

𝐷𝐶𝐺 = 

𝑖=1

𝑛
2𝑟𝑒𝑙𝑖 − 1

𝑙𝑜𝑔2(1 + 𝑖)

For each retrieved doc at 
rank i from 1 to n

The more the doc is relevant (high 𝑟𝑒𝑙𝑖), 
the higher is DCG.

The higher is the rank, the less it’s
useful, so DCG is weaker.



Discounted Cumulative Gain: example

𝐷𝐶𝐺 = 

𝑖=1

𝑛
2𝑟𝑒𝑙𝑖 − 1

𝑙𝑜𝑔2(1 + 𝑖)

Engine A 3 2 3 0 0 1 2 2 3 0

Rank 1 2 3 4 5 6 7 8 9 10

2𝑟𝑒𝑙𝑖 − 1 7 3 7 0 0 1 3 3 7 0

= 𝑟𝑒𝑙𝑖

= 𝑖

𝑙𝑜𝑔2(1 + 𝑖) 1 1.6 2 2.3 2.6 2.8 3 3.2 3.3 3.5

DCGi 7 1.9 3.5 0 0 0.4 1 0.9 2.1 0

DCG = 4.4



A framework for evaluation



Text REtrieval Conferences (TREC)

• Yearly workshop in the IR domain
• Several different tasks, many competing teams
• Workshop at National Institute of Standard and Technologies, Washington DC

• Some tasks :
• Tera-bytes Track, Legal Track, Spam-filtering, microblogs, Web…

• Impact :
• 33% of improvements in IR come from TREC
• For 1$ invested TREC, ~4$ economic benefits for public and private RI



One TREC 2014 task

• Clinical Decision Support Track : medical decision support
• http://www.trec-cds.org/2014.html

• Goal: « retrieval of biomedical articles relevant for answering generic 
clinical questions about medical records »

• Ex. query: « 25-year-old woman with fatigue, hair loss,

weight gain, and cold intolerance for 6 months »

• 20 competing groups, up to 4 different engines for each



Collection

• Which documents to return ?

 Unique collection in order to evaluate engines without biases

 Everybody can return what he wants from the Web ?

• In TREC CDS 2014 :
• 733,000 articles from biomedical journals

• PubMed Central

• Full texts in XML format



Queries

• How to build queries ?

• How many queries for significant results ?

• Queries must be representative of real world queries.
• TREC CDS 2014 : « The topics for the track are medical case narratives created by 

expert topic developers that will serve as idealized representations of actual medical 
records » -> designed by physicians and IR experts

• Metrics (such as MAP) can highly fluctuate from one query to another.

• In the state of the art, 30 queries is considered as sufficient.



Relevant documents

• Relevant with respect to what ?

• How to obtain judgements ?

• A document is relevant or not with respect to a given query.

• Relevant yes/no ? Lightly/highly relevant ?

• Human judgements (domain expert)

• Expensive

• Reliable, but not fully reliable (subjectivity, Inter Annotator Agreement)

• TREC CDS 2014 : 750,000 docs x 30 queries= 22M judgements

 File with all judgements : gold file, qrel, gold standard…



Benchmark

•A benchmark contains:
1. A collection of documents (the same for all teams),

2. Representative queries (~30-50),

3. Relevance judgements (gold file): relevant documents for each
query.

• Ex: TREC benchmarks



Benchmark in figure

Query 1

Query 2

Query 3

Query n

Collection

Search engine

Ranking 1

Ranking 2

Ranking 3

Ranking n

Gold file

Average P 1

Average P 2

Average P 3

Average P n

Mean Average P



Gold file: pooling

• TREC CDS 2014
• 30 queries, 80 runs of 1000 docs, 733’000 docs, 22M judgements…

• How to deal with ?

 Pooling :
• Judgements only for retrieved documents

• Judgements only for a sample of retrieved documents :
• Tops documents for all runs (ex: 20)

• Then 80% of docs from rank 21 to 100

• Then 50% of docs from rank 101 to 500…



Pooling: schéma

50

Search engine 1

d1 d2

d100 d75

Search engine 2

d43 d2

d501 d75

Search engine 3

d1 d13

d100 d75

Query

1,000,000 docs

d2

d43

d13

d75

d1

d100

d501

To be 

judged

Shall we give the 
rank to the judge ?

NO (bias)
 Random



Gold file: kappa

• Several judgements for a cuple (requête,document)
• Vote, union, inter…

 Kappa :
• Inter-Annotator Agreement (IAA)

• Observed agreement P(A) compared to random P(E)

If IAA is 80%, can we have Recall up to 1 ?

 NO. Expert jugdements are subjective. 



In practice: trec_eval

• Even the program which computes metrics is standard !

• http://eagl.unige.ch/download/TRECCDS14.zip

• password : TREC

http://eagl.unige.ch/download/TRECCDS2014.zip


Collection



Queries



Qrel (gold file) : 38000 lines!!

For query 1, document 1382225 is not relevant

For query 1, document 1402267 is very relevant



Run: 1000 retrieved docs per query

For query 1, my engine returns
the document 2672240 at rank 5 
(score 1.810)



Stats computed with trec_eval



Other quality criteria for users

• Interface

• Speed

• Clarity

 Not linked with relevance



Conclusion…

• There is not one perfect metric
•Different metrics for different tasks
•Different metrics for different engine properties

• Benchmark :
•Representative queries (>30)
•Gold file (kappa)


